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Abstract- Mining or extracting the knowledge from the large 
amount of data is known as data mining. Here,  the collection of 
data increases exponentially so that for extracting the efficient 
data we need good methods in data mining. Data mining 
analyzes several methods for extracting the data.  Clustering is 
one of the methods for extracting the data from large amount of 
data. Multiple clustering algorithms were developed for 
clustering. Multiple clustering can be combined so that the final 
partitioning of data provides better clustering. Efficient density 
based k-means clustering algorithm has been proposed to 
overcome the drawbacks of dbscan and k-means clustering 
algorithms. The algorithm performs better than dbscan while 
handling clusters of circularly distributed data points and 
slightly overlapped clustering. 
Index Terms : clustering analysis, k-means, and dbscan. 
 

I. INTRODUCTION 
 Cluster analysis divides data into meaningful or 
useful groups (clusters). If meaningful clusters are the goal, 
then the resulting clusters should capture the “natural” 
structure of the data. For example, cluster analysis has been 
used to group related documents for browsing, to find genes 
and proteins that have similar functionality, and to provide a 
grouping of spatial locations prone to earthquakes. However, 
in other cases, cluster analysis is only a useful starting point 
for other purposes, e.g., data compression or efficiently 
finding the nearest neighbors of points. Whether for 
understanding or utility, cluster analysis has long been used 
in a wide variety of fields: psychology and other social 
sciences, biology, statistics, pattern recognition, information 
retrieval, machine learning, and data mining. 
What Cluster Analysis Is 
                  Cluster analysis groups objects (observations, 
events) based on the information found in the data describing 
the objects or their relationships. The goal is that the objects 
in a group will be similar (or related) to one other and 
different from (or unrelated to) the objects in other groups. 
The greater the similarity (or homogeneity) within a group, 
and the greater the difference between groups, the “better” or 
more distinct the clustering. 

  
Figure 1 : examples of clustering analysis 

DISTANCE MEASURES 
             The number of points in a dataset is denoted by N. 
Each point is denoted by Pi, Pj and so on. k denotes the 
number of clusters and d denotes the number of dimensions 
of a point. D denotes the set of dimensions and Dix, Djy 
represent the subsets of dimensions of the points Pi and Pj 
respectively. l,m and x are simply used as indices. 
 
EUCLIDEAN DISTANCE 
             An N x N matrix Me is calculated. For points with d 
dimensions, the Euclidean distance Me(Pi, Pj ) between two 
points Pi and Pj is defined as follows: 
 

  Me (pi , pj )=ට∑ ሺܢܑܘ െ ܌ሻܢܒܘ
ୀܢ

2 

 
Where Pixand Pjxrepresent the xth dimension values of Pi 
and Pj respectively. Also, Me is a symmetric 
matrix. 
 

II. RELATED WORK 
K-MEANS : 
 The term "k-means" was first used by James Mac 
Queen in 1967, though the idea goes back to Hugo Steinhaus 
in 1956. The standard algorithm was first proposed by Stuart 
Lloyd in 1957 as a technique for pulse-code modulation, 
though it wasn't published until 1982. 
              In statistics and machine learning, k-means 
clustering is a method of cluster analysis which aims to 
partition n observations into k clusters in which each 
observation belongs to the cluster with the nearest mean. It is 
similar to the expectation-maximization algorithm for 
mixtures of Gaussians in that they both attempt to find the 
centers of natural clusters in the data as well as in the iterative 
refinement approach employed by both algorithms. 
          The kmeans implementation is easy when compared to 
the other clustering algorithms. This simply involves the 
selection of the initial indices and the calculation of the 
distances to these indices to the every other point in the data 
base and there by forming the clusters. This is a continuous 
procedure and the procedure is repeated until the same means 
for all the clusters are repeated. 
  KMEANS ALGORITHM:  
void cluster( Data D, clno k, Num n  ) 
{  
If( k <=n) 
 { 

B.L. Krishna et al, / (IJCSIT) International Journal of Computer Science and Information Technologies, Vol. 3 (3) , 2012,4491 - 4494

4491



 Randomly pick k-objects as initial clusters 
   Repeat: 
   { 
                     For all n objects calculate the distance            
and assign the clusters  
                    For obtained clusters calculate Means Mi & 
update clusters Ci 
                     }  
     Until:  no change in Means ( i=1 to k Mi==Mi-1)  ; 
                 } 
       Else 
          Clustering not possible  
} 
 
Where    K      -     No of clusters. 
              D       -     Data set taken. 
              N       -      Size of the data set (N by 2)  
              Mi      -      Means to the clusters. 
 Ci          -         Clusters formed. 
 
From the algorithm it’s clear that if that if the no of clusters 
required is greater than the size of the data it’s not possible to 
cluster the data. The actual implementation is seen in the next 
section.  
 

KMEANS DATA FLOW DIAGRAM 
 

 
 
K MEANS ADVANTAGES 
 With a large number of variables, K-Means may be 

computationally faster than hierarchical clustering (if K 
is small). 

 K-Means may produce tighter clusters than hierarchical 
clustering, especially if the clusters are globular. 

 KMEANS DISADVANTAGES 
 Difficulty in comparing quality of the clusters produced 

(e.g. for different initial partitions or values of K affect 
outcome). 

 Fixed number of clusters can make it difficult to predict 
what K should be. 

 Does not work well with non-globular clusters. 
 Different initial partitions can result in different final 

clusters. It is helpful to rerun the program using the same 
as well as different K values, to compare the results 
achieved. 

 
PROBLEMS WITH K-MEANS 
 When the numbers of data are not so many, 

initialgrouping will determine the cluster significantly. 
 The result is circular cluster shape because based on 

distance. 
 The number of cluster, K, must be determined before 

hand. Selection of value of K is itself an issue and 
sometimes its hard to predict before hand the number of 
clusters that would be there in data. 

 We never know the real cluster, using the same data, if it 
is inputted in a different order may produce different 
cluster if the number of data is few. 

 Sensitive to initial condition. Different initial condition 
may produce different result of cluster.The algorithm 
may be trapped in the local optimum. 

 We never know which attribute contributes more to the 
grouping process since we assume that each attribute has 
the same weight. 

 
DBSCAN: 
                Dbscan (Density-Based Spatial Clustering of 
Applications with Noise) is a data clustering algorithm 
proposed 
by MartinEster, HansPeterKriegel, JorgSander and Xiaoweiu  
in 1996. It is a density-based clustering algorithm because it 
finds a number of clusters starting from the estimated density 
distribution of corresponding nodes. DBSCAN is one of the 
most common clustering algorithms and also most cited in 
scientific literature. The main implementation of this 
algorithm depends up on the selection of the nearest 
neighbors. This is done based on the given density & the 
distance value. This is the finest algorithm used to find the 
outliers.        
 
DENSITY REACHABILITY AND DENSITY 
CONNECTIVITY: 
           Density reachability is the first building block in 
dbscan. It defines whether two distance close points belong to 
the same cluster. Points p1 is density reachable from p2 if 
two conditions are satisfied: (i) the points are close enough to 
each other: distance (p1, p2) <e, (ii) there are enough of 
points in is neighborhood: |{ r : distance(r,p2)}|>m, where r is 
a database point. Density connectivity is the last building step 
of dbscan. Points p0 and pn are density connected, if there is 
a sequence of density reachable points p1,i2,...,i(n-1) from p0 
to pn such that p(i+1) is density reachable from pi. A dbscan 
cluster is a set of all density connected points. 
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find the cluster centers Cmby taking the mean 
find the total number of points in each cluster 
} 
If m>k  
{ 
# Join two or more as follows 
select two cluster based on density and 
number of points satisfying the application criteria 
and joint them and find the new cluster center and 
repeat it until achieving k clusters. 
Finally we will have Ck centers 
}  
else { 
l =k-m 
# split one or more as follows 
if ( m >=l ) 
 { 
select a cluster based on density and number of 
points satisfying the application criteria and split it 
using kmeans clustering algorithm and repeat it 
until achieving k clusters. 
Finally we will have Ck centers 
} 
 
Steps  
 
 Initially we apply the dbscan then we have m clusters. 
 Then again we apply the kmeans taking k as input. 
 If k<m then the m is reduced to m by clubbing the 

clusters 
 If k>m then the m is partitioned to k clusters. 
 

CONCLUSION 
        In this project we have successfully implemented the 
DBKMEANS which is the improved version of the kmeans. 
In this project we have taken many considerations to improve 
the kmeans such as the taking the means as the initial means 
& taking the silhouette width etc. We got the good results by 
using the DBKMEANS than the kmeans & the dbscan. We 
also showed the difference using the visualization. Finally by 
using this algorithm we overcome the many disadvantages in 
the kmeans & some disadvantages in the dbscan. 
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